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Abstract

This report outlines the development of a Paper Idea Generation Pipeline under-
taken during my internship at the Digital Signal Processing group within the Photonic
Networks and Systems Department at Fraunhofer Heinrich Hertz Institute (HHI). The
primary objective was to create an automated system leveraging Large Language Models
(LLMs) to generate novel and feasible research ideas, specifically aimed at enhancing the
brainstorming and idea development processes within the institute.
The pipeline integrates both open-source and closed-source LLMs, including Llama
3.1, Mistral, GPT-4o, the new Qwen 2.5, Gemma and Sonnet 3.5, and employs ad-
vanced prompt engineering techniques including Chain-of-Thought, Reflection, and Meta
Prompting. Key components of the pipeline encompass idea generation, novelty checking
via the Semantic Scholar API, detailed write-ups of selected ideas, and iterative reviews
for refinement.
During the internship, the pipeline successfully generated over 100 unique and innova-
tive research ideas in the field of optical networks and systems. The project provided
valuable insights into the capabilities and limitations of current LLMs, highlighting the
significant impact of prompt engineering on output quality. Challenges encountered in-
cluded handling inconsistencies in model outputs, especially with smaller LLMs failing
to conform to expected formats as well as the feasibility of the generated ideas.
The experience culminated in the development of a functional tool that not only stream-
lines the idea generation process but also enhances the potential for innovation within the
institute. The report concludes with reflections on the skills acquired, such as advanced
Python programming, API integration, and remote server management, and offers per-
spectives on future enhancements to the pipeline, including improved error handling,
LATEX formatting and broader applicability across different research domains.
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Chapter 1

Introduction

The aim of this report is to provide an overview of my internship experience at the
Digital Signal Processing group in the Photonic Networks and Systems Department at
Fraunhofer Heinrich Hertz Institute (HHI), which took place from August 21, 2024 to
September 30, 2024. The internship involved working on Machine Learning, with a focus
on Large Language Models (LLMs).
The primary objective of the internship was the application of LLMs on HHI-owned
Servers with dedicated GPUs. This work provided valuable insight into working on
SSH servers, programming with Language Model APIs and Prompt Engineering. A
pipeline was developed to generate ideas for academic papers, specifically tailored to
brainstorming and idea development at the institute.
This work was based on the newly published paper, The AI Scientist [Lu et al., 2024],
which aims to autonomously conduct scientific research by generating machine learning
ideas, performing experiments, writing LaTeX documents, and improving through self-
review with a Pipeline that leverages Large Language Models. [Minaee et al., 2024,
Naveed et al., 2024].
This report underlines the tasks and responsibilities undertaken during the internship,
followed by a detailed explanation of the Paper Idea Generation Pipeline. The report
will conclude with a reflection on the outcomes, the developed skills, and an outlook on
how the internship contributed to academic progress.

Motivation

In today’s rapidly evolving technological landscape, generating innovative and relevant
research ideas is an interesting research topic.
The upcoming of Large Language Models (LLMs), such as GPT-4, Llama 3 and other
advanced AI systems, presents new opportunities to support and optimize this process.
LLMs have the potential to significantly accelerate and enrich idea generation through
their ability to process and generate natural language, while offering the possibility to
automate the entire process of Idea Generation in such an efficient pipeline.
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This is particularly relevant in research areas like optical networks and systems, where
innovation and new methodologies are crucial for progress.
Furthermore, the project incorporates prompt engineering techniques such as Chain-of-
Thought, Reflection. Through systematic application and evaluation of these techniques,
best practices will be developed that are applicable across various research domains.

Collaboration

Weekly meetings with Dr. Safari were conducted to review the progress of the project.
These meetings provided an opportunity for me to raise questions, receive valuable
feedback, and obtain support when challenges arose.
At the end of my internship, I had the opportunity to present the results and discuss the
challenges of the pipeline with the colleagues from the Digital Signal Processing Group.
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Chapter 2

Tools and Technologies

SSH was utilized to connect to remote SSH servers equipped with GPUs dedicated for
ML tasks.

tmux was employed to initiate and maintain terminal sessions, even during disconnec-
tion from SSH connections. This allowed scripts to continue running in the background
without interruption. Upon reconnecting, it was possible to reattach to the active ses-
sion.

Visual Studio Code was used for writing and debugging the pipeline, providing an
integrated environment for coding, terminal sessions, SSH connections, and various IDE
features. This setup significantly enhanced productivity by consolidating multiple func-
tionalities in a single interface.

Python was the primary programming language for the entire project. Although Python
presents challenges such as limited type safety, it offers simplicity and ease of use in
writing code.

Large Language Models employed in the project included Llama 3.1 [Dubey et al.,
2024, Meta AI, 2024], Mistral [Jiang et al., 2023, 2024, Team, 2023], Gemma 2 [Team
et al., 2024], Yi [AI et al., 2024], Phi-3 [Abdin et al., 2024, Microsoft, 2024], Qwen 2.5
[Yang et al., 2024, Qwen Team, 2024], and Deepseek v2 [DeepSeek-AI, 2024], along with
closed-source models such as GPT-4o [Achiam et al., 2023, OpenAI, 2024] and Claude
Sonnet 3.5 [Anthropic].

Large Language Model APIs were integrated using several packages, including Ol-
lama, LangChain, the Hugging Face Transformers Library [Wolf et al., 2020], the OpenAI
API [OpenAI, 2020], and PyTorch.
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Chapter 3

Methodology

The Pipeline consists of the following stages:

- Setup
- Idea Generation
- Novelty Check
- Writeup
- Review

The next sections will explain the entire detailed process of a single idea generation.
This process will be repeated for the specified number of idea generations.

3.1 Setup

First, the arguments entered when running the script are parsed and saved for run
configuration.

3.1.1 Script Arguments

The arguments can manipulate certain aspects of the pipeline. The following
arguments can be specified:
--skip idea generation

This skips the Idea generation and loads up the ideas saved in the template. This is
the idea generated from the last generation iteration or run.
--skip novelty check

If enabled, the generated results do not get checked with Semantic Scholar. More
detail on novelty checking can be found in section 3.3. This means that every
generated Idea will be processed and used for the writeup.

4



--model

Multiple LLMs are can be specified:

- Deepseek-Coder v2 - 16B
- Gemma 2 - 9B
- Gemma 2 - 27B
- Llama 3.1 - 8B
- Llama 3.1 - 70B - model by default
- Mistral - 7B
- Mistral-Large 2 - 123B
- Mistral-Nemo - 12 B
- Mixtral 8x7B
- Mixtral 8x22B
- Yi-Coder - 9B
- Phi 3.5 3.8B
- Qwen 2.5 32B
- Qwen 2.5 72B

The command ollama list indicates which models are downloaded locally.
Closed-Source API models such as Claude 3.5 Sonnet, GPT-4o, Deepseek-Coder v2,
and the API version of Llama 3.1 405B are also available, but they do require an API
key in order to work.
GPT-4o uses the OPENAI API KEY environment variable, Anthropic API
ANTHROPIC API KEY, Deepseek DEEPSEEK API KEY, and Llama 3.1 OPENROUTER API KEY

(OpenRouter API).
To set the environment environment variable, e. g. for the OPENAI API KEY, the
following command is used:

export OPENAI API KEY="{YOUR API KEY}"

Where {YOUR API KEY} is replaced by the actual API key.
Additionally, if newer local models that are supported by Ollama can be downloaded
through ollama pull {model name}. They are incorporated into the script
automatically. Models can be found in the Ollama model library.

--parallel

Specifies the number of parallel processes to run. To execute the ideas sequentially. By
default this is set to 0, which means sequential execution.
--gpus

Expects a comma-separated list of GPUs to use, e. g. ’0,1,2’. If not specified, all
available GPus will be used.
--num-ideas

This specifies the number of ideas to generate. This does not necessarily result in the
exact number of ideas since some might not pass the novelty check or fail in the
process. By default, only one idea is generated.
--topic

5
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A topic to explore and develop new ideas in can be specified. The current default is
”Optical Networks and Systems”.
--skip writeup

If specified, only Ideas will be generated, without a Writeup of further details.
--skip review

If true, this will skip generating the final meta review.
--improvement

If true, this will improve the final Idea Generation result based on the supplied review
by the Large Language Model.

3.1.2 Script Execution

The following examples illustrate the execution of the script:

Qwen2.5 72B model, 3 idea generations and improvement based on the review

python launch pipeline.py --model "qwen2.5:72b" --num-ideas 3 --improvement

Default Llama 3.1 70B model, 20 ideas, only generating ideas

python launch pipeline.py --skip writeup --num-ideas 20

Gemma 2 27B model, one idea, skipping the review

python launch pipeline.py --skip review --model gemma2:27b

Note: The order of the arguments does not matter. After parsing the arguments, the
specified used model is set up.

3.2 Idea Generation

Unless --skip idea generation has been enabled, the script prompts the LLM to gen-
erate novel and impactful research ideas with the specified topic and number of ideas.
This uses Persona, Reflection and Chain-Of-Thought Prompt Enginneering techniques
to further refine the quality of the answers. The Prompts are shared in the Chapter 4.2.
The language model is given multiple rounds of reflection to improve the answer. This
answer should include a JSON-formatted string with the following fields:

- Name - A shortened descriptor of the idea.
- Title - A concise title for the idea.
- Experiment - An outline of the implementation.
- Interestingness - A rating from 1 to 10 based on its potential within the community.
- Feasibility - A rating from 1 to 10 based on the practicality of implementing the
idea with the given resources.
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- Novelty - A rating from 1 to 10 reflecting reflecting the uniqueness of the idea in
the context of current search.

→ Note that LLM answers with JSON strings included often fail since smaller
LLMs do not conform to the JSON format. This is a repeating issue throughout
the Pipeline but does not fail the entire paper generation.

If the generated answer includes ”I am done”, the remaining reflection rounds are skipped
and the idea is saved in the ideas file ideas.json of the directory of the corresponding
run.
It is also worth mentioning that newer research has shown that while LLMs can generate
novel ideas, they often lack feasibility and with larger amounts of ideas compared, more
often produce very similar results, meaning the amount of new ideas ”conver
ges”, the more ideas have been generated. [Si et al., 2024].

3.3 Novelty Check

If --skip novelty check has been specified in the script parameters, this stage will be
skipped and all generated Ideas will be used.
In the Novelty Check the Semantic Scholar API is used to check for already existing
similar ideas.

→ In order for Semantic Scholar to work without rate limits, a semantic scholar
API access is needed - which can be applied for on the Semantic Scholar Website.

A query in JSON format is first generated to search for similar ideas in Semantic Scholar.
After parsing the given JSON string the script starts querying Semantic Scholar and
prompt the results to the LLM. This is repeated up to 20 rounds unless the answer
contains ”Decision made: novel” or ”Decision made: not novel” based on the API
results.
Once the novelty checking is done, the novelty will be saved in the idea JSON field
”Novelty” (True/False). Only the novel results will be used for the next stage.

3.4 Writeup

Once the ideas are created and proven for uniqueness, the writeup stage will start.
Originally, this writeup section of The AI Scientist uses aider [Gauthier, 2024], a
high-performing coding assistant scoring more than 20% in the SWE-Bench [Jimenez
et al., 2024], a benchmark measuring the Software Engineering Completion based on
Real-World GitHub Coding Problems.
Because aider does not work well with the smaller models, another solution has to be
found. This led to the change to markdown due to the simplicity but also functionality

7
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of the syntax.
This means there is no longer a template LATEX file directly (like with aider) - but the
LLM is prompted for each section of the draft and answers are saved in a dictionary.
Additionally, the Pipeline changes to Markdown due to LLM compatibility issues with
LATEX.
The sections of the proposed paper Idea include Abstract, Introduction, Related Work,
Background, Method and Experimental Setup. The code goes through every section
with dedicated tips included in the prompt for each section to improve results. If errors
occur, the script will retry twice with the corresponding error as context in a the prompt.
Next, two rounds of refining every section (Reflection Technique) are done. After the
Idea has been fully written, the LLM is prompted to improve any last mistakes and
return the final improved Idea writeup.

3.5 Review Stage

The review uses Ensemble Prompting, which has been shown to improve the performance
by aggregating multiple model outputs [Zhang et al., 2023]. This means that the LLM
will be prompted independently multiple times to review the provided paper with the
same query, which has been shown to substancially improve the answer [D’Arcy et al.,
2024].
These prompts return reviews, each including a JSON string containing the following
fields:

- Summary
- Strengths (list)
- Weaknesses (list)
- Originality (low, medium, high, very high)
- Quality (low, medium, high, very high)
- Clarity (low, medium, high, very high)
- Significance (low, medium, high, very high)
- Questions (questions to be answered)
- Limitations (limitations and potential negative societal impacts)
- Ethical Concerns (boolean)
- Soundness (poor, fair, good, excellent)
- Presentation (poor, fair, good, excellent)
- Contribution (poor, fair, good, excellent)
- Overall (1 to 10)
- Confidence (1 to 5)
- Decision (Accept or reject)

The review ensemble is then combined into one meta review with guidelines and persona
prompting techniques which can be seen in section 4.2.
Is important to note that the reviews will unfortunately not always conform to the
format. But still, this can help improve the original Results.
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The meta review is then saved in a review.txt. If --improvement has been enabled,
the Idea Result is further improved with prompting the LLM with the review and the
entire Idea Result.
Because the Result is saved in markdown format, the entire file contents can be provided
to the improvement stage, making it much more straightforward than the equivalent with
LATEX.
The LLM is then asked to only respond with the refined idea. This idea then gets re-
viewed with the same review process one more time and saved into a review improved.txt

file.
The final contents of a generated Idea include:

- Idea Generation in Markdown and PDF format
- Experiment Details
- All Ideas of the Same Run
- System Prompt
- Review
- Review of the Improved Version

9



Chapter 4

Prompting

4.1 Prompt Engineering Techniques

To improve quality of responses and moreover refine the answers further, different
Prompt Engineering Techniques are used. Prompt Engineering can have a positive
impact on the agent, no matter the Model size, Parameters or Architecture.

When correctly used, Personas can greatly improve the quality of the answer, making
it more unique and specific [Lee et al., 2023]. Imagining and then assigning a possible
persona most useful to a certain situation to the LLM is highly effective.

Introduced by Wei et al. [2022], Chain-Of-Thought (CoT) Prompting enables com-
plex reasoning abilities. The LLM is asked to execute the task step by step in order to
solve the problem.

Few-Shot-Examples can help when the LLM fails to achieve complex tasks [Brown
et al., 2020]. Multiple examples (shots) of the specific task are given to steer the model
to better performance. This serves as a condition for the generated examples.

Reflection converts Feedback from the environment into linguistic feedback [Shinn
et al., 2023]. This feedback is then provided to the LLM for the next step. This helps
the agent rapidly and effectively learn from prior mistakes. This can be achieved by
giving the model multiple rounds of ”Self-Reflection” in order for the model to correct
its mistakes and refine its answer. This can be seen in the Idea Generation, Writeup
and Review stages. By leveraging this technique, the performance of LLMs can improve
substantially.

Meta Prompting [Zhang et al., 2024] is a novel approach and similar to Few-Shot-
Prompting. But unlike the latter, it focuses on the structure rather than on the content.
Furthermore, it enables abstract examples as frameworks, which makes it versatile and
applicable in many types of tasks. For example, one might provide the model step-by-
step outline as a baseline.
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4.2 Prompts

4.2.1 Idea Generation Prompts

Idea Generation Prompt

Your task is to generate novel, feasible and impactful research

ideas in the field of {topic}.
Focus on key challenges. Your goal is to develop experiments or

theoretical advancements that can significantly advance current

methodologies and have broader relevance within the field.

Here are the ideas that you have already generated:

’’’

{prev ideas string}
’’’

Your goal is to develop the next significant and creative idea for

topic research that can be feasibly investigated. Focus on ideas

that address key challenges in {topic}.

Important Considerations:

Ensure that your idea has broader relevance within the field of

{topic}. Consider how the idea could advance current {topic}
techniques or offer new insights. Your idea should meaningfully

differ from the existing ones, offering a fresh perspective or

solving a different aspect of the problem. Furthermore, your idea

should be executable by a team of 10 researchers within a maximum

time frame of 3 months, utilizing resources typically available

in an academic or research environment. Avoid ideas that require

unproven or not yet available technologies, exorbitant budgets, or

resources that exceed what is usual in {topic}.
Respond in the following format:

THOUGHT:

<THOUGHT>

NEW IDEA JSON:

‘‘‘json

<JSON>

‘‘‘

11



In <THOUGHT>, briefly discuss your intuitions and motivations

for the idea. Provide an overview of your high-level plan,

the necessary design choices, and the ideal outcomes of the

experiments. Explain how the idea differs from existing ones and

why it is relevant for advancing {topic}.
In <JSON>, provide the new idea in JSON format with the following

fields:

- "Name": A shortened descriptor of the idea. Lowercase, no

spaces, underscores allowed.

- "Title": A concise title for the idea, which will be used for

report writing.

- "Experiment": An outline of the implementation. Specify what

needs to be added or modified, how results will be obtained, and

any expected challenges.

- "Interestingness": A rating from 1 to 10 (lowest to highest)

based on its potential impact within the community.

- "Feasibility": A rating from 1 to 10 (lowest to highest)

based on the practicality of implementing the idea with the given

resources.

- "Novelty": A rating from 1 to 10 (lowest to highest) reflecting

the uniqueness of the idea in the context of current research.

Be cautious and realistic in your ratings. This JSON will be

automatically parsed, so ensure the format is precise. You will

have {num reflections} rounds to iterate on the idea, but you do

not need to use them all.

The topic is the specified topic when running the script with --topic "some topic".
Additionally, the previous ideas are provided to avoid similar ideas generated in the
previous results.
After the request is fulfilled, the JSON string is parsed and the idea is saved in the
ideas.json file where all of the ideas of the run are stored.

Idea Reflection Prompt

Round {current round}/{num reflections}.
In your thoughts, first carefully consider the quality, novelty,

and especially - the feasibility of the idea you just created.

Ensure that your prposed idea is practically implementable and can

realistically be executed within the given constraints.

Include any other factors that you think are important in

evaluating the idea. Ensure the idea is clear and concise, and

the JSON is the correct format.

Do not make things overly complicated.

12



In the next attempt, try and refine and improve your idea. Stick

to the spirit of the original idea unless there are glaring issues.

Respond in the same format as before:

THOUGHT: <THOUGHT>

NEW IDEA JSON:

‘‘‘json

<JSON>

‘‘‘

If there is nothing to improve, simply repeat the previous JSON

EXACTLY after the thought and include "I am done" at the end of the

thoughts but before the JSON.

ONLY INCLUDE "I am done" IF YOU ARE MAKING NO MORE CHANGES AND THE

IDEA IS FEASIBLE.

This reflection prompt is highly effective, because it uses Chain-Of-Thought and reflec-
tion to enhance the previous answer.
By default, the number of reflections is 5.

Novelty Prompt

Round {current round}/{num rounds}.
You have this idea:

’’’

{idea}
’’’

The results of the last query are (empty on first round):

’’’

{last query results}
’’’

Respond in the following format:

THOUGHT:

<THOUGHT>

RESPONSE:

‘‘‘json

<JSON>

‘‘‘

13



In <THOUGHT>, first briefly reason over the idea and identify any

query that could help you make your decision.

If you have made your decision, add "Decision made: novel." or

"Decision made: not novel." to your thoughts.

In <JSON>, respond in JSON format with ONLY the following field:

- "Query": An optional search query to search the literature. You

must make a query if you have not decided this round.

A query will work best if you are able to recall the exact name of

the paper you are looking for, or the authors.

This JSON will be automatically parsed, so ensure the format is

precise.

By default, this is repeated for 20 rounds. This not only searches for similar papers with
specific queries, but also decides for the novelty.
This enables the fully autonomous process of generating ideas, checking their novelty
and continuing with writeup and review.

4.2.2 Writeup Prompts

Writeup Prompt

We’ve provided the ’template.md’ file to the project. We will be

filling it in section by section.

Please fill in the section "{section} of the Writeup.

Here is the proposed Idea:

{idea}

Some tips are provided below:

{per section tips[section]}

You have already written this draft of the idea (empty if nothing

written yet):

{written draft}

Before every paragraph, please include a brief description of what

you plan to write in that paragraph. Remember that the idea should

be feasible and executable, meaning that overly ambitious projects

14



that require breakthroughs in fundamental research or technologies

that are not yet available should be avoided.

Use the following format, writing the content as a replacement for

<TEXT>:

## {section}
<TEXT>

PLEASE DO NOT WRITE ANYTHING BELOW <TEXT> IN YOUR ANSWER!

The script will go through this with Abstract, Introduction, Background, Method and
Experimental Setup. Tips are provided for each section to guide the LLM how the
specific section should look like.

Related Work Prompt

For this section, very briefly sketch out the structure of the

section, and clearly indicate what related work you intend to

include.

DO NOT INCLUDE LINKS OR JUST NAMES AS LINKS IN THIS SECTION!

Just mention the general related work, but nothing specific.

You have already written the following draft:

{written draft}

Use the following format, replacing <TEXT> with the actual text:

## Related Work

<TEXT>

DO NOT WRITE ANYTHING BELOW <TEXT>, as this will be parsed

automatically!

Because the Related Work Section is fundamentally different, more specific prompt is
used.

Refinement Prompt

Great job! Now criticize and refine only the {section} that you

just wrote.

Refine it, making it more detailed and realistic while also

focussing on practical applications and methods that can

realistically be developed and tested within the project

constraints.

Make this complete in this pass, do not leave any placeholders.

15



You have already written the following:

{written section}

Again, follow the following format:

## {section}
<TEXT>

Also, after the text DO NOT WRITE ANYTHING MORE!!!

Pay particular attention to fixing any errors such as:

{error list}

This prompt runs for each section to refine the written paragraph further. To improve
readability, the previously written draft is provided.
The error list contains common errors in writing markdown and helps to avoid simple
errors, increasing the chance of correct formatting.

Second Refinement Prompt

Great Job! Now that there is a complete draft of the entire

sketch, let’s refine each section again.

Criticize and refine the {section} only.

Recall the advice:

{per section tips[section]}

Make this complete in this pass, do not leave any placeholders.

Refine your writing in even more detail and clarity while

accounting for the feasibility of the project.

You have already written the following:

{written section}

Pay attention to how it fits in with the rest of the paper.

Identify any redundancies (e.g. repeated text), if there are any,

decide where in the paper things should be cut.

Identify where we can save space, and be more concise without

weakening the message of the text.

Again, follow the following format:

## section <TEXT>

16



Also, after the text DO NOT WRITE ANYTHING BELOW!!!

Fix any remaining errors as before:

{error list}

Retry Prompt

The parsing of the Markdown message failed. Here is the section

that failed:

{error}

Please try again. The text should be placed at <TEXT> and after

the text <ou should NOT include anything else.

The format should look exactly like this:

## {section}
<TEXT>

This retrying prompt is repeated up to two times if the LLM query parsing goes wrong.

4.2.3 Review Prompts

Review Prompt

Below is a description of the questions you will be asked on the

review form for each paper draft and some guidelines on what to

consider when answering these questions.

When writing your review, please keep in mind that after decisions

have been made, reviews and meta-reviews of accepted drafts and

opted-in rejected drafts will be made available to the authors.

Remember it is only a draft, and it does not have to be perfect.

1. Summary: Briefly summarize the paper draft and its

contributions. This is not the place to critique the paper draft;

the authors should generally agree with a well-written summary.

- Strengths and Weaknesses: Please provide a thorough

assessment of the strengths and weaknesses of the paper draft,

touching on each of the following dimensions:

- Originality: Are the methods or approaches novel? Is

the work a new combination of well-known techniques that

provides value? Is it clear how this work differs from previous

contributions? Is related work adequately cited?

- Quality: Is the submission technically sound? Are claims
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well supported (e.g., by theoretical analysis or experimental

results)? Are the methods appropriate for the problem being

addressed? Is this a complete piece of work or work in progress?

Are the authors careful and honest about evaluating both the

strengths and weaknesses of their work?

- Clarity: Is the submission clearly written? Is it well

organized? (If not, please make constructive suggestions for

improving its clarity.) Does it adequately inform the reader?

(Note that a superbly written paper draft provides enough

information for an expert reader to reproduce its results.)

- Significance: Are the results important? Are others

(researchers or practitioners) likely to use the ideas or build

on them? Does the submission address a significant problem in

signal processing or related fields? Does it advance the state

of the art in a demonstrable way? Does it provide unique data,

unique conclusions about existing data, or a unique theoretical or

experimental approach?

2. Questions: Please list and carefully describe any questions

and suggestions for the authors.

Consider aspects where a response from the authors could change

your opinion, clarify a confusion, or address a limitation. This

can be very important for a productive rebuttal and discussion

phase.

3. Limitations: Have the authors adequately addressed the

limitations and potential technical or societal impact of their

work? If not, please include constructive suggestions for

improvement.

In general, authors should be rewarded rather than punished for

being upfront about the limitations of their work and any potential

impact. You are encouraged to think through whether any critical

points are missing and provide these as feedback for the authors.

4. Ethical concerns: If there are ethical issues with this paper

draft, please flag the paper draft for an ethics review.

For guidance on when this is appropriate, please review the IEEE

ethics guidelines.

5. Soundness: Please assign the paper draft a numerical rating

on the following scale to indicate the soundness of the technical
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claims, experimental and research methodology, and whether the

central claims of the paper draft are adequately supported with

evidence.

4: excellent

3: good

2: fair

1: poor

6. Presentation: Please assign the paper draft a numerical rating

on the following scale to indicate the quality of the presentation.

This should take into account the writing style and clarity, as

well as the contextualization relative to prior work.

4: excellent

3: good

2: fair

1: poor

7. Contribution: Please assign the paper draft a numerical rating

on the following scale to indicate the quality of the overall

contribution this paper draft makes to the research area being

studied.

Are the questions being asked important? Does the paper draft

bring a significant originality of ideas and/or execution? Are

the results valuable to share with the broader signal processing

community?

4: excellent

3: good

2: fair

1: poor

8. Overall: Please provide an "overall score" for this

submission. Choices:

10: Award quality: Technically flawless paper draft with

groundbreaking impact on one or more areas of signal processing

or related fields, with exceptionally strong evaluation,

reproducibility, and resources, and no unaddressed ethical

considerations.

9: Very Strong Accept: Technically flawless paper draft with

groundbreaking impact on at least one area of signal processing

and excellent impact on multiple areas, with flawless evaluation,

resources, and reproducibility, and no unaddressed ethical

considerations.
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8: Strong Accept: Technically strong paper draft with novel

ideas, excellent impact on at least one area of signal processing

or high-to-excellent impact on multiple areas, with excellent

evaluation, resources, and reproducibility, and no unaddressed

ethical considerations.

7: Accept: Technically solid paper draft, with high impact

on at least one sub-area of signal processing or moderate-to-high

impact on more than one area, with good-to-excellent evaluation,

resources, reproducibility, and no unaddressed ethical

considerations.

6: Weak Accept: Technically solid, moderate-to-high impact

paper draft, with no major concerns with respect to evaluation,

resources, reproducibility, or ethical considerations.

5: Borderline accept: Technically solid paper draft where

reasons to accept outweigh reasons to reject, e.g., limited

evaluation. Please use sparingly.

4: Borderline reject: Technically solid paper draft where

reasons to reject, e.g., limited evaluation, outweigh reasons to

accept, e.g., good evaluation. Please use sparingly.

3: Reject: For instance, a paper draft with technical flaws,

weak evaluation, inadequate reproducibility, and incompletely

addressed ethical considerations.

2: Strong Reject: For instance, a paper draft with major

technical flaws, and/or poor evaluation, limited impact, poor

reproducibility, and mostly unaddressed ethical considerations.

1: Very Strong Reject: For instance, a paper draft with

trivial results or unaddressed ethical considerations.

9. Confidence: Please provide a "confidence score" for your

assessment of this submission to indicate how confident you are

in your evaluation. Choices:

5: You are absolutely certain about your assessment. You are

very familiar with the related work and checked the math/other

details carefully.

4: You are confident in your assessment, but not absolutely

certain. It is unlikely, but not impossible, that you did not

understand some parts of the submission or that you are unfamiliar

with some pieces of related work.

3: You are fairly confident in your assessment. It is possible

that you did not understand some parts of the submission or that

you are unfamiliar with some pieces of related work. Math/other

details were not carefully checked.
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2: You are willing to defend your assessment, but it is quite

likely that you did not understand the central parts of the

submission or that you are unfamiliar with some pieces of related

work. Math/other details were not carefully checked.

1: Your assessment is an educated guess. The submission is

not in your area or the submission was difficult to understand.

Math/other details were not carefully checked.

Respond in the following format:

THOUGHT:

<THOUGHT>

REVIEW JSON:

‘‘‘json

<JSON>

‘‘‘

In <THOUGHT>, first briefly discuss your intuitions and reasoning

for the evaluation.

Detail your high-level arguments, necessary choices and desired

outcomes of the review.

Do not make generic comments here, but be specific to your current

paper draft.

Treat this as the note-taking phase of your review.

In <JSON>, provide the review in JSON format with the following

fields in the order:

- "Summary": A summary of the paper draft content and its

contributions.

- "Strengths": A list of strengths of the paper draft.

- "Weaknesses": A list of weaknesses of the paper draft.

- "Originality": A rating from 1 to 4 (low, medium, high, very

high).

- "Quality": A rating from 1 to 4 (low, medium, high, very high).

- "Clarity": A rating from 1 to 4 (low, medium, high, very high).

- "Significance": A rating from 1 to 4 (low, medium, high, very

high).

- "Questions": A set of clarifying questions to be answered by the

paper draft authors.

- "Limitations": A set of limitations and potential negative

societal impacts of the work.

- "Ethical Concerns": A boolean value indicating whether there are
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ethical concerns.

- "Soundness": A rating from 1 to 4 (poor, fair, good, excellent).

- "Presentation": A rating from 1 to 4 (poor, fair, good,

excellent).

- "Contribution": A rating from 1 to 4 (poor, fair, good,

excellent).

- "Overall": A rating from 1 to 10 (very strong reject to award

quality).

- "Confidence": A rating from 1 to 5 (low, medium, high, very

high, absolute).

- "Decision": A decision that has to be one of the following:

Accept, Reject.

For the "Decision" field, don’t use Weak Accept, Borderline Accept,

Borderline Reject, or Strong Reject. Instead, only use Accept or

Reject.

This JSON will be automatically parsed, so ensure the format is

precise.

Here is the draft you are asked to review:

{text}

This review prompt combines Chain-Of-Thought, Reflection and Meta Prompting to
further increase performance.

Meta Reviewer Prompt

You are an Area Chair at a conference regarding the topic {topic}.
You are in charge of meta-reviewing a draft of a paper that was

reviewed by {reviewer count} reviewers.

Your job is to aggregate the reviews into a single meta-review in

the same format.

Be critical and cautious in your decision, find consensus, and

respect the opinion of all the reviewers.

By default, the reviewer count will be 3. This ensembling technique ensures the best
quality, by combining all answers into one improved version with this persona prompt.
It is important to note that this meta reviewer prompt will only be executed if the
number of reviews is more than one, otherwise only one review is used.

Reviewer Reflection Prompt

Round {current round}/{num reflections}.
In your thoughts, first carefully consider the accuracy and
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soundness of the review you just created.

Include any other factors that you think are important in

evaluating the draft. Ensure the review is clear and concise,

and the JSON is in the correct format. Do not make things overly

complicated.

In the next attempt, try and refine and improve your review. Stick

to the spirit of the original review unless there are glaring

issues.

Respond in the same format as before:

THOUGHT:

<THOUGHT>

REVIEW JSON:

‘‘‘json

<JSON>

‘‘‘

If there is nothing to improve, simply repeat the previous JSON

EXACTLY after the thought and include "I am done" at the end of the

thoughts but before the JSON.

ONLY INCLUDE "I am done" IF YOU ARE MAKING NO MORE CHANGES.

Unless ”I am done” is included in the text, the model will reflect for 4 rounds.

Improvement Prompt

The following Review has been created for your research paper

draft:

"""

{review}
"""

Improve the following text using the review.

DO NOT ADD ANY OWN TEXT TO YOUR ANSWER!

JUST RESPOND WITH THE MODIFIED MARKDOWN!

{text}

This improvement will only happen if --improvement has been specified in the run. Af-
ter the improvement, the Idea Generation is reviewed and saved again as review improved.txt.
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Chapter 5

Results

5.1 Performance Benchmark

5.1.1 Setup

This section presents the results of the model evaluations, focusing on key metrics such as
the runtime duration, the number of completed generations, and the average performance
of each model. Additionally, feasibility and interestingness were evaluated to measure
the quality of the generated ideas.
Table 5.1 provides a summary of the performance across different models, with each
model generating 10 ideas. The evaluation of the Large Language Models (LLMs) was
based on the following key metrics:

- Duration: The total time (in minutes) taken by the model to execute a single
generated idea.

- Generations: The number of successful novel idea generations out of 10 generation
iterations carried out by the model.

- Performance: A combined, averaged, overall metric evaluating the overall quality
of the generated ideas, rated on a scale from 1 to 10.

- Feasibility: The average practicality of the generated ideas in a research context in
a team of 10 researchers, rated from 1 to 10.

- Interestingness: How novel or creative the generated ideas are (on average), rated
from 1 to 10.

Moreover, the following prompt was prompted to state-of-the-art ChatGPT o1-preview
to rate the ideas:
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Results Review Prompt

You are an experienced researcher in the field of Optical Networks and

Systems. A colleague has sent you an idea for a paper.

Rate the Idea based off certain criteria, not the execution. Remember it

is only a draft, so it does not need to be perfect.

Review Form

Below is a description of the questions you will be asked on the review

form for each idea draft and some guidelines on what to consider when

answering these questions.

Respond in the following format:

THOUGHT:

<THOUGHT>

REVIEW JSON:

‘‘‘json

<JSON>

‘‘‘

In <THOUGHT>, first briefly discuss your intuitions and reasoning for the

evaluation.

Detail your high-level arguments, necessary choices and desired outcomes

of the review.

Do not make generic comments here, but be specific to the current idea.

Treat this as the note-taking phase of your review.

In <JSON>, provide the idea review in JSON format with the following

fields in the order:

- "Overall": A rating from 1 to 10 (very strong reject to award

quality).

- "Feasibility": A rating from 1 (not feasible at all for a small

researcher team of 10 people)to 10 (easily doable within a few days for a

small researcher team of 10 people).

- "Interestingness": A rating from 1 (not interesting) to 10 (highly

interesting).

- "Confidence": A rating from 1 to 5 (low, medium, high, very high,

absolute).

- "Decision": A decision that has to be one of the following: Accept,

Reject.

For the "Decision" field, don’t use Weak Accept, Borderline Accept,

Borderline Reject, or Strong Reject. Instead, only use Accept or Reject.

This JSON will be automatically parsed, so ensure the format is precise.

Here is are the next multiple ideas in markdown format you are asked to

review:

’’’

{ideas}
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5.1.2 Results

Model Duration Generations Performance Feasibility Interestingness

Llama 3.1 70B 20 7 7,6 7 8,1
Llama 3.1 8B 3 7 6,4 5,9 7,6
Mistral 7B 6 4 6 5,3 7,3
Mistral-L 123B 242 4 7,3 7,3 8,3
Qwen 2.5 32B 12 5 7,2 6,6 8
Qwen 2.5 72B 485 1 8 7 9

Table 5.1: Average Performance of various models on 10 Idea Generations

Gemma 2 9B, Gemma 2 27B, Mixtral 8x7B, Mistral-Nemo and Phi 3.5 did not produce
a complete idea in 10 generations and were therefore left out in the results.
The experiments were run on a single Ubuntu 22.04 Server with a 40GB-VRAM NVIDIA
A100, a 32-Core Intel Xeon Processor and 192GiB RAM. With another machine setup,
the idea generation duration will obviously change.

5.1.3 Analysis

First, unlike expectations, the amount of completed generations did not depend on
model size, but rather on model architecture. The only model architecture delivering
”consistent” outputs were the Llama 3.1 Models. This is very likely due to their high
instruction-following capabilities [Dubey et al., 2024, Meta AI, 2024, Chiang et al., 2024],
and directly translates to the JSON and Markdown formatting of the pipeline.

The Mistral-Large 2 123B produced the most feasible and interesting ideas, although not
by a significant margin. The new Qwen 2.5 72B model produced a single, yet highest-
performing result. Despite the public benchmark results showing significantly better
performance than the direct competitor Llama 3.1 70B, this test did not reflect the
results of Qwen 2.5 72B [Yang et al., 2024, Qwen Team, 2024].
Due to the limited GPU capability with the A100, both models are coming at a cost of
time, while also only 4, respectively one out of 10 results were novel or had the correct
format.

The smallest model by size - being Mistral 7B - still managed to produce 4 idea gener-
ations in just 6 minutes, scoring slightly worse than the 8B model from Meta. The new
Qwen 2.5 32B model also showed great size-to-performance ratio, also running quickly
on this machine.
Further experimentation and prompt refinement are recommended to maximize the po-
tential of smaller models, while larger models may benefit from optimizing the balance
between computational efficiency and generation quality.
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5.2 Example Generations

In this part, three example generations of different quality - each by by another model -
are reviewed and discussed. As this internship took part in the Digital Signal Processing
Group, the chosen topic will be ”Next-Generation Optical Networks and Systems” -
although almost any research topic can be chosen.

5.2.1 First Example: Qwen 2.5 72B

Qwen 2.5 72B Example Idea Generation

Machine Learning-Enhanced Digital Signal Processing for Real-
Time Noise Mitigation in Next- Generation Optical Networks
Abstract
In this paper, we propose a machine learning-enhanced digital signal processing (DSP) system
designed to dynamically mitigate noise and enhance signal integrity in next-generation optical
networks. Addressing the challenges posed by chromatic dispersion (CD) and polarization mode
dispersion (PMD) is crucial for maintaining high data throughput and reliability in long-distance
communication scenarios. These issues are particularly hard to solve due to their dynamic na-
ture and the need for real-time correction. Our solution involves the use of deep neural network
(DNN) models implemented on a Field-Programmable Gate Array (FPGA) platform, ensuring
low-latency processing. We evaluate the performance of our approach using a testbed consisting
of 5-10 nodes equipped with programmable transceivers and a central Software-Defined Net-
working (SDN) controller. The evaluation focuses on key metrics such as bit error rate (BER),
signal-to-noise ratio (SNR), and overall data throughput, demonstrating significant improve-
ments over traditional DSP techniques. Our key contributions include the development of an
adaptive machine learning model that can effectively handle varying network conditions, ensuring
robust noise mitigation in real-time environments. Additionally, we provide practical methods
for training and deploying DNN models within the constraints of an FPGA platform, offering a
realistic framework for implementation and testing.

Introduction
In this paper, we address the pervasive issue of noise in optical networks, a critical challenge
that impacts data integrity and transmission efficiency. The increasing demand for high-speed,
reliable communication, driven by applications such as cloud computing, streaming services,
and the Internet of Things (IoT), underscores the relevance of this problem. Noise in optical
networks can originate from various sources, including environmental factors, imperfections in
fiber optics, and limitations in signal amplification techniques. These issues are particularly
significant because they can lead to data corruption, reduced transmission rates, and increased
error rates, thereby degrading overall network performance.

Related Work
Recent advancements in the field of machine learning have led to a surge in research focused on
developing more efficient and scalable models. This section reviews key contributions that are
relevant to our project, particularly those that address practical applications and methods that
can be realistically developed and tested within the given constraints.

Background
Optical communication networks form the backbone of modern telecommunications infrastruc-
ture, enabling high-speed data transmission over long distances. These networks rely on the
propagation of light through optical fibers, which offer significant advantages in terms of band-
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width and low loss. However, they also face several critical challenges, primarily due to noise
and dispersion.

Method
In this section, we detail the methodology employed to develop and implement the machine
learning- enhanced digital signal processing (DSP) system. The method is structured into four
key components: data collection, model development, FPGA implementation, and performance
evaluation.
Data Collection
We collected a comprehensive dataset of optical signals under various network conditions, in-
cluding different levels of chromatic dispersion (CD), polarization mode dispersion (PMD), and
other types of noise. This dataset was used to train and validate the DNN models.
Model Development
The deep neural network (DNN) model was designed to handle the dynamic nature of noise in
optical networks. We explored various architectures, including convolutional neural networks
(CNNs) and recurrent neural networks (RNNs), to identify the most effective approach for real-
time noise mitigation.
FPGA Implementation
The DNN models were implemented on a Field-Programmable Gate Array (FPGA) platform to
ensure low-latency processing. We optimized the model’s architecture and hyperparameters to
fit within the resource constraints of the FPGA, while maintaining high performance.
Performance Evaluation
We evaluated the performance of our system using a testbed consisting of 5-10 nodes equipped
with programmable transceivers and a central Software-Defined Networking (SDN) controller.
The evaluation focused on key metrics such as bit error rate (BER), signal-to-noise ratio (SNR),
and overall data throughput, comparing the results with traditional DSP techniques.
Experimental Setup
To validate our proposed method and ensure its effectiveness, we designed a comprehensive
experimental setup that includes detailed descriptions of the hardware configuration, dataset,
evaluation metrics, hyperparameters, and implementation details. This section aims to provide
a clear and reproducible framework for testing our approach.
Hardware Configuration
The testbed consists of 5-10 nodes equipped with programmable transceivers and connected via
optical fibers. A central SDN controller manages the network traffic and monitors the perfor-
mance metrics.
Dataset
We collected a dataset of optical signals under various conditions, including different levels of
CD, PMD, and other types of noise. The dataset was divided into training, validation, and test
sets to ensure robust model evaluation.
Evaluation Metrics
The primary evaluation metrics are bit error rate (BER), signal-to-noise ratio (SNR), and overall
data throughput. These metrics provide a comprehensive assessment of the system’s performance
in mitigating noise and maintaining high data transmission quality.
Hyperparameters
We optimized the hyperparameters of the DNN models, including learning rate, batch size, and
number of layers, to achieve the best performance on the FPGA platform.
Implementation Details
The DNN models were implemented using a high-level synthesis (HLS) tool to generate the
necessary hardware description language (HDL) code for the FPGA. We also developed a software
interface to control the FPGA and collect performance data.
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Remarks

The proposed highest-rated generation from the benchmark, generated by Qwen 2.5 72B
shows the possibilities of the Pipeline.
The proposed idea, “Machine Learning-Enhanced Digital Signal Processing for Real-
Time Noise Mitigation in Next-Generation Optical Networks,” presents a promising
approach to addressing significant challenges in optical communications.

Strengths

- Relevance: Tackles critical issues like chromatic and polarization mode dispersion,
which are essential for improving data integrity and transmission rates in optical
networks.

- Innovation: Integrates deep neural networks with DSP on FPGA platforms, offering
a novel method for real-time noise mitigation.

- Practical Implementation: Utilizes a realistic testbed with programmable transceivers
and an SDN controller, ensuring the feasibility of experimental evaluations.

- Comprehensive Evaluation: Focuses on key metrics such as BER, SNR, and
throughput, providing a thorough assessment of the system’s performance.

Areas for Improvement

- Model Justification: The choice of CNNs and RNNs lacks a detailed rationale.
Clarifying why these architectures are best suited for this application would strengthen
the proposal.

- Dataset Details: More information on the dataset’s size and diversity is needed to
ensure the models are trained on comprehensive and representative data.

- FPGA Constraints: Addressing how FPGA resource limitations will be managed,
such as through model optimization techniques, is necessary for practical implemen-
tation. This lack of detail coincides with the limited feasibility of LLM-generated
ideas, as shown by Si et al. [2024].

- Baseline Comparisons: Clearly defining the traditional DSP methods used for
comparison will enhance the evaluation’s credibility.

- Implementation Specifics: Providing more details on the high-level synthesis tools
and software frameworks will improve the reproducibility of the project.
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5.2.2 Second Example: Mistral 7B

Qwen 2.5 72B Example Idea Generation

Hybrid Distributed Swarm Intelligence-based Optimal Resource
Allocation in Next-Generation Optical Networks
Abstract
This study introduces ’si opt hybrid’, a novel, hybrid distributed swarm intelligence algorithm
for optimal resource allocation in next-generation optical networks. The algorithm combines Ant
Colony Optimization (ACO) and Particle Swarm Optimization (PSO), addressing the need for
adaptable, scalable, and energy-efficient strategies under diverse traffic scenarios. By optimizing
resources such as wavelength, power, and frequency, we aim to surpass existing centralized and
decentralized optimization methods. The paper could benefit from additional scenarios or more
comprehensive testing to validate its effectiveness and robustness in various environments. The
findings from this research will catalyze the development of more efficient and adaptable resource
allocation strategies in next-generation optical networks.

Introduction
In this introductory section, we will delve into the intricacies of the problem at hand: optimal
resource allocation in next-generation optical networks. Specifically, we will discuss the relevance
and necessity of devising efficient and adaptable resource allocation strategies that can handle
diverse traffic scenarios effectively. Furthermore, we will highlight the challenges associated with
this problem and explain why current centralized and decentralized optimization methods fall
short when it comes to real-time adaptability, scalability, and energy efficiency. In addition, some
sections might require additional explanations for readers unfamiliar with the specific techniques
employed.

Related Work
In the realm of Natural Language Processing (NLP), researchers have been pursuing efficient
and scalable machine learning models capable of handling large-scale data. To mitigate the high
computational requirements in extensive Long Short-Term Memory (LSTM) networks, practical
solutions like pruning [3] and knowledge distillation [4] have been proposed.

Background
In this study, we explore optimal resource allocation (ORA) within a graph G(V,E), where V
represents nodes and E denotes edges connecting these nodes. Each node i ∈ V has an associated
capacity Ci, representing its processing power, and a set Ni of available resources that can be
allocated to different tasks. The edges represent the communication links between nodes, with
each edge ej ∈ E having a bandwidth capacity ej and energy consumption cej .

Method
The proposed methodology entails creating and implementing a Hybrid-CNN-RNN model, a
deep learning approach that combines Convolutional Neural Networks (CNN) with Recurrent
Neural Networks (RNN). The resulting architecture, called Hybrid-CNN-RNN, is designed to
work optimally on a large dataset of labeled images for improved accuracy and efficiency. Could
you expand on the potential impact of the proposed approach in real-world applications? Would
it be possible to provide additional explanations for sections that might require clarification?

Experimental Setup
In this section, we detail the experimental setup designed to evaluate the effectiveness of our
proposed hybrid swarm intelligence algorithm, ’si opt hybrid’, under realistic next-generation
optical network scenarios. The evaluation encompasses a wide variety of traffic patterns and
conditions, ensuring the versatility of the algorithm for real-world applications.
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Remarks

The idea, titled ”Hybrid Distributed Swarm Intelligence-based Optimal Resource Al-
location in Next-Generation Optical Networks,” introduces an interesting approach to
resource allocation in optical networks. However, compared to the previous example
generated by the bigger Qwen 2.5 72B model, this proposal by the smaller Mistral 7B
model exhibits several shortcomings that affect its overall quality and coherence.

Strengths

The project addresses a pertinent issue in optical networks by focusing on optimal re-
source allocation using a hybrid swarm intelligence algorithm that combines Ant Colony
Optimization (ACO) and Particle Swarm Optimization (PSO). The intent to surpass
existing centralized and decentralized methods through adaptability and scalability is
commendable. Additionally, the mention of key performance metrics such as wavelength,
power, and frequency allocation indicates an awareness of important evaluation criteria
in the field.

Areas for Improvement

Despite its strengths, the proposal demonstrates notable deficiencies when compared to
the higher-quality example from Qwen 2.5 72B:

- Inconsistent Content: The ”Related Work” and ”Method” sections introduce un-
related topics such as Natural Language Processing (NLP) techniques and Hybrid-
CNN-RNN models, which detract from the main focus on swarm intelligence.

- Lack of Detailed Justification: Insufficient explanation for selecting ACO and
PSO specifically for this application, making it unclear how their combination en-
hances resource allocation in optical networks.

- Incomplete Experimental Setup: The ”Experimental Setup” lacks detailed sce-
narios and baseline comparisons necessary to validate the algorithm’s effectiveness
comprehensively.

Conclusions

In summary, while the proposed hybrid swarm intelligence algorithm for resource allo-
cation in optical networks is conceptually sound, its execution in the current proposal
is hindered by inconsistencies and a lack of focused detail. This is yet another example
about a lack of explanation on technologies and experiment details, as already shown in
the Paper The AI Scientist [Lu et al., 2024].
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5.2.3 Third Example: Llama 3.1 70B

Qwen 2.5 72B Example Idea Generation

Integration of Explainable AI Principles with Network Manage-
ment Systems for Energy Efficiency Optimization in Optical Am-
plifiers within Next-Generation Optical Networks and Systems
Abstract
This paper introduces a novel approach to optimizing energy efficiency in optical amplifiers
within next-generation optical networks and systems. By integrating Explainable AI (XAI)
principles with Network Management Systems (NMS), operators can gain real-time insights into
the decision-making process, identifying areas of inefficiency and optimizing energy consump-
tion. Our proposed XAI-NMS system leverages feature attribution and model interpretability to
enhance transparency and scalability in NMS solutions, addressing the challenge of optimizing
energy efficiency while maintaining model performance and interpretability.

Introduction
The increasing demand for efficient and sustainable energy storage solutions has led to a surge
in research focused on developing innovative battery technologies, with lithium-ion batteries
emerging as a leading contender due to their high energy density, long cycle life, and relatively
low self-discharge rate. However, the widespread adoption of lithium-ion batteries is hindered
by several challenges, including high production costs, limited availability of raw materials, and
concerns over safety and environmental sustainability.

Related Work
Research on human-computer interaction has led to various approaches for improving user expe-
rience, with a focus on practical applications and methods that can be realistically developed and
tested within project constraints. Incorporating natural language processing (NLP) techniques
has been shown to significantly enhance user engagement in controlled studies [1]. For instance,
NLP-powered chatbots have demonstrated improved user interaction compared to traditional
graphical user interfaces (GUIs) in tasks requiring complex decision-making [3].

Background
Explainable AI (XAI) has emerged as a crucial aspect of artificial intelligence research, aiming to
provide insights into the decision-making processes of machine learning models. XAI principles
can be applied to various domains, including network management, where complex decisions
are made based on large amounts of data. The application of XAI in network management is
particularly relevant, as it enables the development of more transparent and accountable Network
Management Systems (NMS). NMS play a vital role in ensuring the reliability, efficiency, and
security of modern communication networks.

Method
The proposed system for optimizing energy efficiency in optical amplifiers consists of several
stages, designed to ensure robustness, accuracy, and practical feasibility. Our methodology
adheres to the formalism introduced in the Background section. We applied our evaluation
methodology through extensive simulations and experiments using realistic network topologies
and traffic patterns.

Experimental Setup
To evaluate the performance of our proposed system, we used a combination of simulated and real-
world data. The simulation environment was built using Python 3.8 and the PyTorch library, with
a focus on scalability and flexibility. Specifically, we utilized the PyTorch Lightning framework
to manage the training loop and experiment tracking.
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Limitations and Future Work
Our proposed approach has several limitations, including potential overfitting in simulations
and limited robustness. To address these limitations, future work should focus on developing
more robust evaluation methodologies and exploring alternative approaches to optimize energy
efficiency in optical amplifiers.

Conclusion
In this paper, we presented a novel approach for optimizing energy efficiency in optical ampli-
fiers within next-generation optical networks and systems. By integrating Explainable AI (XAI)
principles with Network Management Systems (NMS), our proposed XAI-NMS system provides
real-time insights into the decision-making process, enabling operators to identify areas of inef-
ficiency and optimize energy consumption. Through extensive simulations and experiments, we
demonstrated significant energy savings (up to 25%) without compromising model performance
or interpretability, showcasing the feasibility of our approach for real-world deployment.

Remarks

The proposed idea, titled ”Integration of Explainable AI Principles with Network Man-
agement Systems for Energy Efficiency Optimization in Optical Amplifiers within Next-
Generation Optical Networks and Systems”, presents a highly relevant and innovative
approach to enhancing energy efficiency in optical networks through the integration of
Explainable AI (XAI) with Network Management Systems (NMS).

Strengths

- Innovative Integration: Combining XAI principles with NMS for energy optimiza-
tion in optical amplifiers is a novel approach that addresses the increasing need for
transparency and efficiency in network management.

- Practical Applicability: The focus on real-time insights and energy consumption
optimization directly tackles critical challenges in next-generation optical networks,
making the proposal highly relevant for current industry needs.

- Comprehensive Evaluation: The inclusion of simulations and experiments using
realistic network topologies and traffic patterns demonstrates a thorough methodology
for validating the system’s effectiveness.

- Clear Contribution: The proposal outlines significant energy savings (up to 25%)
without compromising model performance or interpretability, highlighting the poten-
tial impact of the research.

Areas for Improvement

- Coherence in Sections: The ”Introduction” and ”RelatedWork” sections introduce
topics such as lithium-ion batteries and NLP techniques, which are not directly related
to the core focus on XAI and NMS in optical networks. Ensuring that all sections
remain aligned with the main objective would enhance the overall coherence of the
proposal.
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- Methodological Clarity: The ”Method” section references a Hybrid-CNN-RNN
model for image datasets, which seems unrelated to energy efficiency optimization
in optical networks. Clarifying the methodology to focus on XAI and its integration
with NMS would strengthen the proposal’s focus.

- Detailed Justification: Providing a more detailed explanation of how XAI prin-
ciples specifically contribute to energy efficiency optimization would offer clearer in-
sights into the proposed system’s advantages.

- Enhanced Experimental Details: Expanding the ”Experimental Setup” section
to include more specific scenarios, baseline comparisons, and detailed descriptions of
the XAI techniques employed would improve the robustness of the evaluation.

Conclusions

Overall, the proposed integration of Explainable AI with Network Management Systems
for optimizing energy efficiency in optical amplifiers demonstrates significant potential
in advancing sustainable practices within optical networks. While this idea may not be
as innovative as the first, it still offers inspiration and possible new methodology for
future papers.
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5.3 Summary of Findings

The benchmarking and qualitative analysis of the Large Language Models (LLMs) re-
vealed significant insights into their performance and suitability for generating high-
quality research ideas in the field of Optical Networks and Systems. Among the evaluated
models, Llama 3.1 70B demonstrated capabilities in producing relevant and innovative
ideas. Despite other models producing results with higher quality, Llama 3.1 70B proved
to have the best instruction-following capabilities in very short time durations for idea
generations.
Conversely, smaller models such as Mistral 7B showed limitations in feasibility and
relevance, often deviating from the core focus of Optical Networks and Systems. Despite
their faster runtime and lower resource consumption, these models struggled to maintain
the same level of quality in idea generation, highlighting a trade-off between efficiency
and output quality.
The Qwen 2.5 32B model presented a balanced performance, offering a reasonable com-
promise between runtime efficiency and idea quality, making it another viable option for
scenarios with constrained computational resources.

The analysis of example generations further underscored the importance of model archi-
tecture and prompt engineering in achieving high-quality outputs. Higher-performing
models produced well-structured and focused research ideas with clear contributions
and practical applicability, whereas lower-performing models exhibited inconsistencies
and introduced unrelated concepts, detracting from the main objectives. This disparity
emphasizes the need for careful model selection and prompt design to align the generated
ideas with specific research goals.

Another recurring issue next to the misformatted ideas and outputs of LLMs is the
”convergence” of ideas; The more ideas have been generated, the more similar ideas
happened, as thouroughly investigated by Si et al. [2024]. Ideas also lacked feasibility -
even with prompt engineering tackling these issues.
To further improve the quality of generations, other models such as the leading open-
source model, Llama 3.1 405B can be used. Unfortunately, in this case, there were not
enough computational resources available to benchmark this model.
Overall, the findings suggest that while larger and more advanced models offer sub-
stantial benefits in generating high-quality research ideas, smaller models can still be
effectively utilized with optimized prompts and targeted use cases. Future efforts should
focus on enhancing the coherence and relevance of smaller models through refined prompt
engineering regarding the parsing of ideas.
Exploring hybrid approaches that leverage the strengths of multiple models to achieve
both efficiency and excellence in research idea generation, e. g. using a separate model for
the review and improvement stage to avoid bias in the rating, could be another research
topic. Last, but not least, the feasibility of ideas needs to be tackled substantially for
the generations to be more applicable and usable.
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Chapter 6

Conclusions

During the internship at the Fraunhofer Heinrich Hertz Institute, a Paper Idea Genera-
tion Pipeline has been successfully developed, which automates the process of generating
novel research ideas using Large Language Models (LLMs). The pipeline integrates mul-
tiple open-source and closed-source LLMs and includes features like novelty checking,
idea refinement, as well as automatic paper writeup and review. This project provided
the opportunity to apply theoretical knowledge in the development of a practical tool,
with the potential to streamline the brainstorming process within the institute.
One of the key achievements of the project was the successful integration and benchmark-
ing of various open-source LLMs, such as Llama 3.1, Mistral, and Qwen 2.5. Additionally,
closed-source models, including GPT-4o and Sonnet 3.5, were also implemented. This
integration provided significant flexibility in model selection and enabled comprehensive
analysis of the performance of different models.
An important insight gained from this project was the significant impact of prompt
engineering techniques on the quality of the generated ideas. Techniques such as Chain-
of-Thought and Reflection enhanced both the coherence and relevance of the outputs.
Furthermore, incorporating multiple rounds of reflection allowed the models to refine
their responses, resulting in ideas that were more unique and innovative.
However, several challenges were encountered. Smaller LLMs frequently failed to gener-
ate outputs in the correct JSON or LATEX format, as demonstrated by Xia et al. [2024].
This limitation posed a problem, as correct formatting was essential for the pipeline’s
processing of JSON and the compiling of LATEX. To mitigate this, robust error-handling
mechanisms were implemented and the format was simplified to markdown.

Overall, this project provided valuable insights into the capabilities and limitations of
LLMs in automating the idea generation process. It demonstrated the potential for such
technologies to accelerate innovation within the institute.
In conclusion, this internship has been instrumental in my academic and professional
development. It has equipped me with practical skills and insights that I will continue
to apply throughout my career. I am deeply grateful for the opportunity to contribute
to the institute’s research efforts.
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Chapter 7

Outlook

Looking ahead, several avenues for future work are apparent.
Firstly, enhancing the error-handling capabilities of the pipeline could significantly im-
prove its reliability. Developing more robust JSON parsing mechanisms, potentially
incorporating additional models or APIs, may increase the likelihood of correctly for-
matted JSON responses and reduce processing interruptions.

Furthermore, as research in the field progresses, refining the prompt engineering tech-
niques could further enhance the quality of the responses across all models integrated into
the pipeline. Continuous experimentation with methods such as Chain-of-Thought, Re-
flection, and Meta-Prompting may yield more consistent and accurate outputs, thereby
improving the overall performance of the system.

Additionally, exploring the application of the pipeline in other research domains beyond
Digital Signal Processing and Optical Networks and Systems could provide valuable
insights into its strengths and limitations. Such exploration may reveal domain-specific
challenges and facilitate the adaptation of the pipeline to a wider range of scientific
fields.

As Large Language Models continue to advance, particularly smaller models, their im-
proved performance could indirectly enhance the quality of generated ideas. Recent de-
velopments, such as Qwen 2.5, indicate that the quality gap between larger and smaller
models - as well as between closed-source and open-source models - is diminishing. This
trend is particularly advantageous for locally run projects like this one, where the re-
sources for large-scale, closed-source models may be limited.

In summary, ongoing advancements in LLM technology, combined with targeted im-
provements to the pipeline’s error handling and prompt engineering strategies, hold
significant potential for augmenting its effectiveness. By addressing these areas, the
pipeline can become a more robust and versatile tool, capable of contributing to inno-
vation across various research domains.
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